AUTONOMY IN GUIDANCE USING IMAGE-BASED
TERRAIN RECOGNITION AND OPTICAL NAVIGATION

Toshihiko Misu
Tatsuaki Hashimoto
Keiken Ninomiya
The Institute of Space and Astronautical Science
3-1-1, Yoshinodai, Sagamihara, Kanagawa 229-85farJ
misu@nnl.isas.ac.jp

Abstract scientifically interesting sites on the terrain. , So
environment recognition and autonomous positioning
In this paper, we propose a scheme of autonomousuld play important roles in deep-space missiorbeé
guidance of spacecraft based on grayscale image. Titure.
autonomous guidance consists of 2 key technologiesOn the other hand, small spacecraft are suppaskd t
topographic recognition and optical navigation.rski a solution that enables us to keep appropriataiénecy
the pixel brightness in an image of the targetamgfis and efficiency of exploration within a limited bugtg
directly evaluated (without shape reconstructicgihga For such spacecraft (and not limited to small anies$
look-up table. A fuzzy-like logic determines anessential to use small, light, and good instrumént
appropriate target site for landing, scientific @bsition, in science observation and navigation. Developnoént
etc. Then, the spacecraft autonomously navigéte#f i imaging instruments such as CCD cameras is soaiadic
by fixating visually characteristic areas in thaface and wonderful that we can take high-resolution l{arik
image. The on-off thruster control is used to guide of pixels) images with a palmtop camera of fairbyvl
spacecraft to the target site. By repeating theetar price. In this paper, we propose a method for the
designation and the optical navigation, we cangti®® autonomous guidance of spacecraft in the vicirtigng
spacecraft to various interesting sites safely. @aer of kilometers to tens of meters away) of the target
simulations showed its validity and capability forcelestial body using grayscale camera images.
practical applications. The guidance scheme mainly consists of two
technologies. One of them is fast autonomous terrai
Key words: Autonomy, Topographical Recognition, recognition from a grayscale image, which designate
Optical Navigation, Guidance. favorable site on the surface of the body. Demands
expressed in several basal topographic categdogis,
operations, modifier, image scaling, and positional
Introduction arrangement. Demands such as “look for a very flat
plane near to a large mountain with a small crataui
Recently, a number of exploration programs to thge expressed. Then, the spacecraft autonomoushcext
bodies in deep space are planned and some of ttem gome visually characteristic features (fixation rpi
executed. There are various kinds of strategies #fom an image taken by the onboard camera. Tracking
explore such bodies: fly-by, orbiter, rover, etcoWN the fixation point, the spacecraft can estimate the
more sophisticated strategy, such as sample-andiret movement of itself. Controlling thruster operaipthe
is assumed to be one of the most powerful ones thgfacecraft approaches to the target site desighgtéue
enables precise investigation on the origin of sb&ar topographic recognition. As a result, the combiraif
system, and is the focus of scientists’ interesirddver, these two technologies realizes a stable and igeel

the target ranges from large planet to small s&telhd guidance that can recognize and explore unknown
even mysterious small bodies such as comet antbakte feature of the terrain.

To accomplish such complex missions to bodies of
which details are not known, it is important to édhe Autonomous Optical Navigation
spacecraft posses a kind of autonomy in its naigigat
guidance and control. Long round-trip delay andoar  |n this section, we describe an autonomous optical
bandwidth of the communication between the SpaﬁeCI’c’mavigation methodused in the autonomous guidance,
and the Earth limit the scopes of real-time mangiire  which guides the spacecraft to a landing/obsematite
obstacle avoidance and location hunting deesignated by a topographic recognizer.



To guide the spacecraft to a (landing) site, & lite calculated. Brighter region in (d) means high vac@&
itself has visually characteristic features that aasily The boxes in (a) are extracted FP’s from high-venga
identified in the acquired images, the guidancelditne areas of (d). Visually characteristic areas withtdiees
so easy; only visually fixate the site and justrapgh it. of comparable wavelength to the white boxes in the
But, if no distinct feature is visible at the sitthhe image are extracted.
guidance may fail.

Overview of the Optical Navigation
Extraction of Fixation Points
By tracking FP(’s), the spacecraft (S/C) can edtma

To overcome the problem of tracking failure, som¢he movement of itself relative to the target stefa
visually characteristic areas (fixation points; §Pare
automatically extracted from an image taken by a
navigation camera to be used for visual trackingcivh
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i

determines relative position between the targettpaoid .

the spacecraft. The fixation points are not needehe 1L =p Inheritance Phase

identical to the target point. So, the spacecraft be Track FP &

guided to any target site even if the target (aveyy flat Mavigste 5/C | —

plane) itself has no distinct visible featureshie tmage. ¥ Inherit Navigation

This is the very essence of our optical navigation. %?”tml Information
rusters

In the FP tracking, we employed the block-matching
algorithm that minimizes the total square errofanfal
region between the images. In order to strengthen t
robustness of FP’s in the visual tracking, follogvitwo
conditions are needed:

1. The spatial wavelength of gradation of intensity

should be comparable to the size of matching

template. Fig. 2 is the flowchart of our optical navigatidirst,

2. High contrast feature should be observed. the target point is designated, and S/C autométical
To implement the first item, the image (of the &g gyyract visually characteristic area as FP. Onboard
surface) is spatially band-pass-fitered. The mltecomputer on SIC tracks the FP using block-matching
consists of sub-sampling with smoothing (averaging}gorithm to estimate relative position between A
and Laplacian filtering. S/C. In case of failure of FP tracking at the riexdging
expected, a new FP is re-extracted in order ndbse
TG. Otherwise, tracking of the same FP is continued
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Figure 2: Navigation based on FP tracking
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Figure 1: Result of extraction of fixation points .
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Fig. 1 shows an example of FP extraction. First, an
original image (a) is blurred and sub-sampled tql)e =
We can see that small features are omitted. And, ixation Point (FP)

X -
Laplacian filter filters high-frequency informatioas

shown in (c). Then, local variance of the image iéc) Figure 3: Geometry



The flow of the navigation is divided into 3 phsse such situation is detected, a new FP is re-extatde
Target Designation Phase, Tracking Phase, and change object of the fixation.
Fixation-Point Inheritance Phase.
Topographic Recognition
Target Designation Phase
In this section, we propose a topographic recommiti

First, a target point (TG) on/above the celest@lyis method that designates an appropriate site forignd
designated. The spacecraft shall be guided todtyet opservation, etc. Qualitative recognition (e.g.,staall
point. As shown in Fig. 3, the positi(ﬂn(c) of TG inthe mountain in a large crater”) is performed without
quantitative shape reconstruction (e.g., steredorvis
shape from shading algorithm, etc.) from a monacula
'grayscale image.

Fig. 4 depicts the structure of the recognizer. An
observed grayscale image and several topographic
categories (e.g., “mountain,” “concavity,” etc.)ear
compared using a look-up-table which relates the
brightness of a pixel with the direction of normraktor
X () ©) =- H (0) Gqeo 0) of the targ_et su_rface. The result of the comparison

f ' expressed in a kind of fuzzy truth value. The tndlues
for some topographic categories are input to aclogi

. . expression in order to extract suitable area(s) for
where f is the focal length of the navigation camera, P (s)

scientific/technological demands.
Similarly, FP on the image is also converted thrad-

image is converted to the vectk (") from TG to S/IC
using altitudeH and attitude information. In this paper
we assume that the attitude of S/C is controlletiaee
the camera frame be parallel to the FP-fixed coatei
system for simplicity.

If the TG is lying on the surface of the body,

. . ~(f) . . T hi T hil .
dimensional vectoP'") in the FP-fixed frame: categories 1 matrices [T.] -~ Normal categories
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Then, the vectofQ"'"’ from FP to TG is calculated as| concavity Jok | Match
HEKR
follows:
* Shading
2 (f 5 (f o (f [W1] window __——
Q()(O):P()(O)'*'X()(O). 4_@_._
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Tracking Phase

Grayscale
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The vectorQ(" (O) is used to get the S/C position
relative to TG from the result of FP-tracking aldws:

Figure 4. Structure of topographic recognition

Normal Categories
We use(X, Y, Z) to point a place in the the 3-

dimensional spaceZ is for the altitude). In this paper,
we assume that the projection of camera is orthpitca

PO =" oy

XO(t) =Q'" (0) - P (t). one, for simplicity. So, (X, y) are the image
o . . coordinates as well.
Fixation-Point Inheritance Phase In order to express topographic categories in the

recognition, we use several -categories (normal
As the S/C approaches to TG, FP would becom@tegories) of normal direction. Each normal cated®
unsuitable for tracking, because the FP moves en th subspace of gradient space as shown in Fig. &ewh

image plane to go out the field of view of the caaméf (f,g)= (GZ/GX, az/ay)' In this case, there are 9



categories: (0) upward, (1) west, (2) southwests¢@ith,
(4) southeast, (5) east, (6) northeast, (7) nautid, (8)
northwest.
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The arrows in the boxes i} are top views of the normal vectors.

Figure5: Normal categories

S Ll NN O Ole |¢
SOk olole NEIDS SOk o,
2T TT[T RINE Jok 7 7e
Concavity C  Valley --V1  Valley .-V2 Valley ;V3 Valley - V4
RIRIE) TIT[T NNE Y 27
[oJ[c)[c) [oJ[c)[c) NI - 1© . O] 7
©ee Ll Ol O A el |®©
Plane P Ridge —R1 Ridge ~R2 Ridge |R3 Ridge \ R4
KT~ 2TTR e, RN NERE:
- o 4 A @k Tle i - o] 4 e T
vl NP HEN [T~ = [~
Mountain M Saddle V1  Saddle (V2 Saddle 4.V3  Saddle X V4
i ¢ ¢ |¢v LlLly NN Y
e ¢ ¢ |¢v LlLle NN Y
Ridge-line  © o Ll 1e RN NN
Incline —11 Incline +12 Incline 113 Incline x14
Valley-line
R T2~ TIT[T NINE
—> PR A2 TIT[T NINE
Direction of
maximum - = i T NN

Incline <15 Incline 16 Incline |17 Incline \18

Figure 6: Topographic categories

Topographic Categories

Look-Up-Table

Here, we show how to make a look-up-table (LUT)
which gives the index of “conformity” with respetd
the observed brightness of the pixel and each rlorma
category. First, it is necessary to assume a type o
reflectance of the target surface. If the surfase i

Lambertian, for example, the reflectand€(f, Q)

with respect to the gradiefitf , g) of target surface is
expressed as follows:

T 11T
ot g.-0"

Jirgrs |

wherel is a direction vector of the incident light. The
“equi-reflectance map” is defined as follows:

R(f, g) = max

M(E; f,9)=p(f, gre "o,

where E is the observed brightness of a pixel, and
y(f, g) is a kind of weighting function. Then, we

define the LUTA(E, n) as follows:

[[ T(E; f,g)dfdg

AEm = ij 1 df dg

where N, is a gradient sub-space shown in Fig. 5.

Topographic Scale

It is important to consider the “scales” of featwin a
topographic description.

As depicted in Fig. 7, the “scale” of topographic
features is reflected to the recognition by therapiens
of smoothing (a)-» (b) and sampling (c}» (d). The
larger feature is recognized by the larger In this

Piling 9 normal categories into3x 3-matrix, we can Mmethod, the “scale” is measured on the image plane.

define qualitative topographic features as showRign

Thus, projection from real length to pixels usitiit@de

6. We defined 7 main topographic categories: monnta ?nformation would be necessary if the scale in spalce

ridge, plane, valley, concavity, saddle, and ireclim the
recognition. And, ridge, valley, saddle, and ineliare
subcategorized into eight (for “incline”) or foufof

is needed.

other categories) subcategories with respect tar the

direction of slope or ridge/valley line.



and linguistic modifierM (m, J) =J™, where larger

m (> 0) results in a “severe” evaluation.

AVERAGING >] Example of Topographic Feature Extraction

(a) Original ImageE  (b) Smoothed Imagé

25+1
II] ]

(a) Map of Truth Values | () Opimal Ptoin
L S AMPLIRG > Figure 8: Extraction of crater rim
:::H H H:: By substituting the truth values for all/lsome
1 1 1 topographic categories to logic expressions (with
= L L modifiers, if necessary), we can designate various
Smoothed ImagE. (d) Recognition Bloch, o res
(¢) Smoothed Imagez, (d) Recognition BlockNs 4 1o ntain in the scale 1 J(M; W)
Figure 7: Recognition block 2. Mountainor plane: J(M; W) OJ(P;W,)

3. Veyflatplane M (2, J(P;W,)),
where M and P means “mountain” and “plane,”

The truth valuesJ(t; W) is calculated by making respectively (abbreviations for other topographic
categories are shown in Fig. 6). In this paper,use

abbreviated form X' =M (m, J(X; W,)) which

means “topographic category) of scale S with
linguistic modification M .” The cases listed above

=~ 1 1 . .
JEW) = K(t)l_l |_| AW, 1), T ) becomeM;, MiOP!, and P?, respectively.

J=-1li=-1

Calculation of Truth Value

product of A(E, n) for all 9 pixels of the recognition
block:

- ~ Substituting J (t; W) ’s to the logic expression, we
J(GEW) =J(t W)/Z (T W), can extract appropriate sites which meet the egfmes
! To extract crater rim, for example, the logic wolld

1 1 1 1
where T, is a topographic template (see Fig. 6) whichR:I~l UR2, RS R4, . The result of the

_ _ extraction is shown in Fig. 8. Fig. 8(a) is thetidlgition
consists of 9 normal categories (thés of N, ’s) fora map of truth values. And, the point with the greate

specified topographic category , and k(t) is a truth value is pointed by a small square in (b)sit# on

L . the north-east side of a crater rim is extracted.
weighting coefficients.

. . Autonomous Guidance
Logic Operations

The combination of the optical navigation and the

We introduce 3 Iogic.operations: topographic recognition realizes an autonomous
AND: J, 0J, =min(J,, J,) guidance system. As shown in Fig. 9, a target fsite
orR: J,0J,= max(Jl, Jz) landing/observation is designated by the topogaphi

_ recognition based on topographic demands written in
NOT: =J =1-J, logic expressions. Then the thrusters of the S/€ ar



controlled to guide S/C to the site using informatbn
relative position by the optical navigation. Inglsiection,
a simulation on autonomous guidance is shown.

Topographicz | DEMAND
Recoiition REFER [ 1. Ohserve acrater.

2, Obszerve a mountsn.
3. Landon a plane.

Mavigation &
Control

Arrive at

7
- fhejf:gef.

Ye. Ne

Figure 9: Flowchart of the autonomous guidance

Simulation

Table 1: Topographic demandsin a mission

TG | Time | Altitude | Topographic| Logic

No. [s] [m] Demand| Expression
0 400 Initial Position
TG, 330 300 Ridge RECRACRICRY

TG, 660 250 Small Crater| ¢

TG;3 990 250 Large Crater

G
TG, | 1320 250 Huge Crater| G
Bl

TGs | 1550 200 Plane ROR

Table 1 describes an example of the exploration.pla
Initially, in this case, the S/C is hovering abotre
target terrain at the altitude of 400 [m]. Thetfiarget is
a small ridge in the image taken from the initiakjion.

Using the logic expression in the table, a tapnht _
TG; on the crater rim is selected as shown by white
cross in Fig. 10(a). And simultaneously, an FPIs® a
extracted (the square in Fig. 10(a)) to be visuatigked
in (b), (c) and (d). But, in Fig. 10(d), as the tréhslates
too lower to continue tracking, another FP is etd
(the square at the top-right corner of (d)) to nithihe
navigation information. The new FP is tracked after
frame (e). Finally, the S/C arrived at the altituae300
[m] above the TG (Fig. 10(f)). Then, the second target
TG, (a “small crater”) is autonomously extracted as
shown in (g), and the S/C reached it at the frah)e (
The departure and arrival of the S/C with the 3rd
demand “large crater” are shown in Fig. 10(i), (j)-

Figure 10: Simulated imagestaken by the spacecr aft



The trajectory of the S/C through the whole seqgaenc
(from the initial position to the Tgpis plotted in Fig. 11.

Conclusion

We can see that the S/C explores those 5 targetén this paper, following technologies are proposed:
sequentially.

Figure 11: Trajectory of the spacecr aft
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Figure 12: On-off control pattern of thethrusters

TG2
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1. optical navigation based on fixation-point tracking

2. topographic recognition based on a grayscale
image, and

3. autonomous guidance system as a fusion of the
items 1 and 2.

The guidance scheme enables the spacecraft explore

almost unknown celestial body safely. Moreover,

demands from scientific interests can also be dened

in the target selection.
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The pulses shown in Fig. 12 are acceleration and

deceleration maneuvers for each pair of thrustdms (
thrusters are aligned parallel to the 3 orthogemxals of
the S/C). The pattern mainly consists of 5 setthiode

states; acceleration, coasting, and deceleratiotih wi

narrow pulses which correct the guidance error edus

by the tracking and ranging errors.



