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Next-generation landing missions require autonomous precision landing capability, with for example an accuracy of typically 100
m for a Moon landing to investigate hazardous but scientifically interesting terrain. However, current navigation systems using inertial
measurement units (IMUs) do not have the navigational precision to meet this requirement. The purpose of this paper is to estimate
the lander position and displacement in order to augment a navigation system. For a gravitational planetary lander, high precision
and high-speed position estimation is required even with low calculation resources, e.g., a space-grade field-programmable gate array
(FPGA). In this method, the lunar lander position or displacement is estimated by matching crater point patterns with database point
patterns. This is accomplished by finding topological correspondences using crater-based linear features as a low-complexity method.
In addition, the amount of resources and the processing time are evaluated when this algorithm is implemented on an FPGA using
high-level synthesis.
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Nomenclature

p : model points
q : world points
S : line segment composed of p
S ′ : line segment composed of q
s : scaling factor
l : length of line segment
t : number of corresponding points

1. Introduction

Recent planetary orbiters, such as those to Moon and Mars,
acquired versatile data such as digital elevation models (DEM)
and gravity maps. This narrows down interesting exploration
areas. Next-generation landing missions require autonomous
precision landing capability with, for example, an accuracy of
typically 100 m for a Moon landing, to investigate hazardous
but scientifically interesting terrain. However, current naviga-
tion systems using inertial measurement units (IMUs) do not
have the navigational precision to meet this requirement. Thus,
the inertial error should be reduced in some way.

To meet this challenge, some researche studies have pro-
posed to augment navigation systems by providing the space-
craft position.1) The position information in the guidance path
where the lander performs a powered descent is important in
correcting the drift error. In particular, Terrain Relative Navi-
gation (TRN), which estimates the lander position by compar-
ing the preliminary maintained terrain information as a database
with the observed terrain, is actively researched as an effective
method.

A TRN that inputs image information is divided into two
types: extracting characteristic points from topographic infor-
mation contained in the image and matching the extracted char-
acteristic points. The former is a problem of extracting feature

points that can be equally distinguished even in images with dif-
ferent time and sunshine/posture conditions, such as an image
obtained by the orbiter and by the lander. The latter is a prob-
lem of matching their feature points (where missing, insertion
and misalignment exists) in real-time with robustness and high
accuracy. This study aims to realize a highly accurate position
estimation method using crater positions obtained by the lunar
lander in real-time, with a space-grade field-programmable gate
array (FPGA) as a target of the latter problem.

In a matching problem in image processing such as computer
vision, the main approach, such as SIFT2) and SURF,3) used in-
volves matching by extracting feature descriptors that provide
robust information about changes in the image. Although it has
high robustness against changes in photographing conditions,
the information extraction process becomes complicated and
the calculation cost increases. This is unsuitable for real-time
processing.

On the other hand, there is a method of matching only feature
points extracted from the image as a set of position information.
In this method, the feature point information of the matching
source comprises two point sets given in two-dimensional Eu-
clidean space. The goal is to superimpose them by performing
geometric transformation. This matching method is called point
pattern matching (PPM). It plays an important role in the field
of fingerprint collation and object recognition.

Since PPM is a combination problem, a key discussion
point involves controlling the calculation cost with high com-
putational complexity, thus allowing image rotation and scale
changes. However, in practical use, it is not always necessary
to allow rotation or scale changes, and it is possible to perform
high-speed matching by relaxing these restrictions. This paper
proposes a method to estimate the position of the acquisition
image in the database from the crater position of the lunar sur-
face and the line segment information constituted by crater co-
ordinates. This approach uses a two-dimensional point pattern
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matching method from the viewpoint of calculation resources
and time to evaluate the possibility of mounting.

This paper first introduces the scope of the position estima-
tion method for the lunar lander. Next, a matching method us-
ing PPM is proposed. Then, the effectiveness of the proposed
method is verified by conducting a simulation experiment and
evaluating the feasibility using an FPGA. Finally, this paper
concludes in the final section.

2. Scope of This Method

In this method, we focus on position estimation for the lunar
lander during its powered descent phase and vertical descent
phase as shown in Fig. 1. The power descent phase fluctuates at
an altitude of 10 km to 30 km. In this case, a database prepared
in advance is used as a map. In the vertical descent phase, global
matching is unnecessary, but the resolution of the pre-acquired
data is insufficient. Therefore, the movement amount of the
current frame is obtained using the image of the previous frame
as a database.

As shown in Fig. 2, this method consists of two parts: a
preprocessing part that creates a database, and a real process-
ing part that is mounted on the lander and actually performs
the position estimation. In the preprocessing part, a computer
graphic (CG) image of the moon surface is generated by assign-
ing the lander attitude and sunshine condition to a DEM and
a reflectance map. Next, the crater coordinates are extracted
from the CG image as feature points that are robust to changes
in sunshine and time. Finally, a list of line segment informa-
tion is created, and this is combined to form a database after
maintenance such as deleting unnecessary points. In the real
processing part, the lander position on the lunar surface is esti-
mated by matching the position of the database and the crater
extracted from the acquisition image using rotation, altitude and
position information obtained by other sensors.

In this method, we estimate the lander position by aligning
the database (world) point pattern and the acquisition crater
(model) point pattern using point pattern matching, and assume
that the crater position, as shown in Fig. 3, can be obtained by
another detection method.4)

2.1. Overview of Point Pattern Matching
First, model point pattern M is a set of certain points given in

two-dimensional Euclidean space, and a set of points given as a
positioning target is defined as a world point pattern W. When
the number of elements is m = |M|, n = |W |(m < n), these sets
are expressed as follows:

M = {p1, p2, ..., pm} (1)
W = {q1, q2, ..., qn} (2)

where pi, q j ∈ R2. The purpose of PPM is to grasp the po-
sition of M in W by deriving the best overlapping geometric
transformation from finding the topological correspondence. A
conceptual diagram of PPM is shown in Fig. 4

Considering a superposition based on an affine transforma-
tion, the transformation matrix T that superimposes the point of
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Fig. 1. Image of landing sequence.
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M on the point on W is obtained as follows:

T
(
x
y

)
=

(
tx
ty

)
+ s

(
cos θ − sin θ
sin θ cos θ

) (
x
y

)
(3)

where (x, y) ∈ R2, tx and ty are movements in each axis direc-
tion, s is the scaling factor, and θ is the rotation angle. These
transformation parameters can be determined by selecting two
points from each set. Therefore, it is possible to find the optimal
solution by superimposing on all combinations of two points
and evaluating the overlapping condition of the other points at
that time. However, as the value of m, n increases, the number
of combinations of points increases significantly. Thus, it takes
a lot of time to process and is not a realistic approach.

To solve this problem, Ogawa5) proposed a method of di-
viding a point pattern into multiple triangles by the Delaunay
triangulation method, and determining transformation parame-
ters from the largest pair of triangles. Chang et al.6) focused
on s and θ among the parameters in the above Eq. (3), and
tried to speed up the algorithm by using a hierarchical approach
(2D cluster method). In addition, various approaches such as a
method7, 8) using relaxation have been attempted.
2.2. Requirement for Crater Matching

When considering PPM for the position estimation problem
of a planetary lander, the preconditions differ in some respects
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(a) Lunar surface image and crater
position.

(b) Aquisition crater point pattern.

Fig. 3. Example of crater point pattern.

Fig. 4. Conceptual diagram of point pattern matching.

as compared with the general method.

• Extensive Search Range : There is a difference of nearly
100 times between the number of elements and the range
of M and W.

• Existence of False Detected/Undetected Points : It is
impossible to perfectly superimpose because the addition,
deletion, and misalignment of points owing to the differ-
ence in observation conditions between the terrain image
as the detection source of W and the image obtained by
actual observation.

• Computational Cost : A calculation cost that enables
real-time estimation is required, even for a spacecraft com-
puter that has a clock frequency of about several tens of
megahertz.

A particular problem is the extensive range to be searched.
Application of iterative methods such as relaxation and sequen-
tial evaluation of local matching relations while allowing for
scale and rotation changes is difficult from the viewpoint of cal-
culation cost. Moreover, from the existence of false detection
and undetected, it is difficult to create an equivalent graphical
polygon in a method that narrows the range at once using poly-
gon correspondence.

One of the algorithms for matching patterns of a few points
with such a global map is a star identification algorithm used for
Star Tracker. In the star identification algorithm, some main-
stream methods are based on finding the angle of separation
between the star images from the acquisition image and asso-
ciating it with the star map.9) Such a method is adopted that
narrows down the candidate positions on the map by repeat-
ing the correspondence using the separation angle and combin-
ing. In addition, in recent years, a method of rapidly matching
the correspondence using the separation angle by using the star
magnitude information has also been developed.10) These star

identification algorithms have features such as weakness against
false detection and undetection of points and using brightness
information unique to a fixed star. Therefore, it is difficult to
apply directly as a position estimation method of the planetary
lander.

From these viewpoints, we propose a method to estimate
the lander position by evaluating matching locally after global
matching using line segments which is the minimum element
necessary for the overlapping of point patterns.

3. Proposal of Crater-Based Matching Method

In this section, the position estimation method based on point
pattern matching, which is the real processing part, will be ex-
plained.

3.1. Create Line Segments and Narrow Down Databases
First, Crater coordinates are rotated from the lander attitude

given as input. At this time, the rotation is assumed to occur
in the image plane, and correction is performed using a two-
dimensional rotation matrix. Let M be the crater point pattern
after this correction.

Next, two arbitrary points are selected from the point pattern
M, and a line segment is created. Since the transformation ma-
trix T is derived by the correspondence between two points, this
line segment is a directed segment.

When the created line segment is S , the set LM of the line
segment consisting of all combinations of points included in M
is as follows:

LM = {S 1, S 2, S 3, ..., S u} (4)

Here, u = |LM |. Likewise, the set LW of the line segment S ′ in
W is expressed as v = |LW | as follows:

LW = {S ′1, S ′2, S ′3, ..., S ′v} (5)

When an arbitrary S ∈ LM and S ′ ∈ LW are selected, the trans-
formation matrix T to superimpose these is determined, but all
of these can correspond unless some restriction is given. For a
solution, these restrictions are given according to an assumed
error range.

For the assumed altitude, let smax, smin be the maximum and
minimum values of scale changes that can occur at the time of
image acquisition, and ±θmax(|θmax|< π/2) the maximum value
of the rotation. When choosing a certain S , S ′ that can corre-
spond to this is determined by the following formula:

sminl < l′ < smaxl (6)
cos(θmax) < cos(ϕ) (7)

where l, l′ are the length of S and S ′, and ϕ is the angle between
S and S ′.

For a given S i ∈ LM , sets of all S ′ ∈ LW that satisfy the above
Eq. (6) and (7) is Li

W . In this method, matching is sequentially
evaluated for these sets of line segments.

The relationship between LM and Li
W is shown in Fig. 5.

From this figure, the matching confirmation number N is as fol-
lows:

N =
m∑

i=1

|Li
W | (8)
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Fig. 5. Correspondence of line segment list.
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Fig. 6. Conceptual diagram of superimposition.

In order to speed up processing, consider to terminating the pro-
cess when sufficient matching is confirmed for position estima-
tion. It is desirable to evaluate the superimposition of line seg-
ments in certain S i and Li

W in order of likelihood. Therefore, af-
ter sequentially rearranging the line segment S ′ in Li

W from the
one closest to the current position qIMU ∈ R2 predicted by the
IMU, matching is confirmed consecutively. In addition, when
the IMU propagation error can be defined, the calculation speed
can be improved by reducing the combination of line segments
accordingly.
3.2. Determination of Search Range

Next, confirm the matching between M and W transferred by
the overlapping of line segments. Using a certain S i = {pa, pb}
and S ′i′ = {qa′ , qb′ } in Li

W , superposition by matrix T is de-
termined from correspondence between directed segments, as
shown in Fig. 6. Evaluate matching by searching q correspond-
ing to p after doing this superposition.

On the other hand, since M contains positional deviations as
an influence upon extraction, an error occurs in the matrix T
used for overlay. Therefore, in order to investigate qc′ corre-
sponding to a certain pc, it is necessary to set a search range.

It is assumed that an error exists at points pa and pb in M by
a distance E from true points p′a and p′b. As shown in Fig. 7, by
matrix T using S i constituted by pa, pb, pc ∈ M is transformed
to point T (pc) away from the corresponding qc′ on W. Since the
true points p′a and p′b exist within the range of pa and pb to E
obtained, the corresponding point qc′ can be obtained as follows
using Lagrange’s undefined multiplier method.

The binding condition g is represented as follows:

g(p′a, p
′
b) ≡ d(pa, p′a) + d(pb, p′b) − 2E = 0 (9)

Here, d(A, B) is the Euclidean distance between A and B. Using
this, the Lagrange function L becomes as follows:

L(p′a, p
′
b, λ) = T ′(pc) + λg(p′a, p

′
b) (10)

T ′ is a transformation matrix obtained by a pair of certain p′a,
p′b and qa′ , qb′ , and λ is an undetermined Lagrangian multiplier.
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Fig. 7. Error range.

By obtaining matrix T ′ using p′a, p
′
b calculated from these

equations, it is possible to calculate the maximum and mini-
mum values of the range of T ′(pc) in which qc′ can exist. Ac-
tually, since the point pc also includes an error by E, the search
range at the time of matching is expanded by E.
3.3. Confirm Matching

Finally, after superimposing the line segments, search points
are searched for corresponding points on W by setting the above
search range for all points on M. At this time, recalculate T ev-
ery time a corresponding point is found in order to reduce its
error. Since there is a positional shift at each point, it is im-
possible to superimpose completely using affine transformation
in correspondence of three or more points. Therefore, a trans-
formation that minimizes the square of the Euclidean distance
between corresponding points is obtained by the least squares
method. By repeating the recalculation, it is possible to reduce
the error of the transformation T caused by the positional shift
without bias.

Evaluate the matching after completing the corresponding
point search of all points in M. Evaluation is performed by
the number of corresponding points t, and it is judged whether
it exceeds the threshold R necessary for sufficient matching.
This method is not aimed finding a match with the largest cor-
responding point; rather, it mainly focuses on finding a suffi-
ciently match as quickly as possible, and finishing matching if
t ≥ R. If t < R, use the next line segment on the list of S ′ to
repeat the matching until t ≥ R is reached.

After matching is completed, recalculate T from all corre-
sponding points, and estimate the position by shifting the image
center coordinates to the database coordinates.

4. Outline of the Crater Matching Algorithm and Simula-
tion Experiment

Based on the understanding obtained in section 3, we imple-
ment an algorithm to estimate the lander position.

4.1. Create Database
First, a database is created as preprocessing. The database

assumed this time was the image obtained by the terrain camera
equipped with SELENE in the range of about 35 km × 73 km
around the vertical hole11) of Marius hill. This moon surface
image is shown in Fig. 8 (a). The resolution of the original
image is 10 m / pix. Center coordinates of craters included in
this topographic image were extracted, and neighboring points
in them were deleted so that the density of craters was constant
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(a) Original image for database. (b) Database point pattern.

Fig. 8. Database range.

Table 1. Database description information.

Number of point patterns(n) 3356
Total line segment number(p) 6105

Used line length 75 - 125 pix

Described information

length
Start point coordinate value
End point coordinate value
Mid point coordinate value

Horizontal component
Vertical component

in the database range. The crater coordinates maintained by
this were used as database point pattern. This point patterns are
shown in Fig. 8 (b).

Next, a set of line segments LW is created. At that time, con-
sidering the reduction of the number of combinations, thus re-
stricting the length of the line segments to be used. In addition,
it tried to reduce the calculation time for Eq. (6) and (7) and
the ordering by preliminarily calculating and listing parameters,
shown in Table 1, in each line segment.
4.2. Procedure of the Crater Matching

The position estimation procedure is as follows:

Step 0 Acquisition of lunar image and detection of crater po-
sition (M).

Step 1 Create a line segment S from model point pattern M.
Step 2 Create a line segment list on the database Li

W that has
the same length and inclination angle as a line segment S i.

Step 3 Search for q corresponding to any p ∈ M by super-
imposing M on W from correspondence between line seg-
ments.

Step 4 The position is calculated when the number of corre-
sponding points t is larger than the threshold value R.

In the vertical descending phase, the position is estimated
first. After that, the crater pattern acquired in the previous frame
is used as a database and displacement is estimated using same
logic. The conceptual diagram for each step is shown in Fig. 9.

(a)

(b)

(c)

(d)

(e)

(f)

(g)

Fig. 9. Procedure of the position estimation. (a) Acquisition image. (b)
Model point patterns M. (c) Part of world (database) point patterns W. (d)
Set of model line segments LM (cyan), and selected line segment S i (blue).
(e) Set of world line segments Li

W (magenta), and selected line segment
S ′i′ (red). (f) Overlap result and search range (blue hatch). (g) Position
estimation result.

4.3. Experimental Method and Results
In order to confirm the effectiveness of this method, an ex-

periment was conducted that simulated the input database and
crater point pattern. In this experiment, information obtained
or limited in the guidance path for position estimation was as-
sumed. The specifications are shown in Table 2.

An algorithm was implemented in the C language, and a sim-
ulation was performed on a general-purpose PC. The environ-

5



Table 2. Specification of information to be input.

Acquisition image size 512×512 pix
Database size 3520×7279 pix
Resolution of image for database 10 m/pix
IMU propagation error ±512 pix(in 3σ)
smax 1.15
smin 0.85
θmax 15 deg
E 2 pix
t 12
Maximum false detected rate 30 %
Maximum undetected rate 30 %

Table 3. Computer experiment environment.

OS Windows 7 Professional 64bit
CPU Intel Xeon CPU E5-2698 v3 @2.30 GHz x2
RAM 32.0 GB

ment of the computer used for the simulation is detailed in Table
3.

In this experiment, a global position estimation using the
database in the power descent phase was performed. The in-
put point pattern was simulated by randomly applying the error
parameter shown in Table 2 to the database point pattern within
the range. Such simulated point patterns were created in 10,000
cases with random locations within the database range, and an
estimated position for each case. The position estimation results
are shown in Fig. 10. These represent position estimation errors
in the horizontal direction and the vertical direction. Looking
at estimation results, the average value of the estimation error
in the horizontal direction is 0.00 pix, and σ is 0.25 pix. The
average value of the estimation error in the vertical direction is
0.01 pix, and σ is 0.26 pix. In other words, given the input as
presupposed in Table 2, the proposed method can estimate the
position with an accuracy of 0.75 pix in the horizontal direction
and 0.78 pix in the vertical direction in 3σ. In the database with
the resolution of 10 m / pix, this is an estimation error of about
11 m in terms of linear distance. It can be said that it satisfies
the requirement of a 100 m class high precision landing.

5. Evaluation of Mountability on FPGA

We evaluated the resource amount and processing speed con-
sumed by the proposed algorithm for the spacecraft FPGA.

In hardware design and verification of complicated algo-
rithms, it is not easy to design changes by optimization or bug
correction in Register Transfer Level (RTL) design using the
Hardware Description Language (HDL). Thus, the evaluation
cycle will be prolonged. In order to avoid this problem, an eval-
uation method using a high-level synthesis that converts high-
level languages into HDL descriptions has attracted attention.In
this section, we design and evaluate the use od such a high level
synthesis system, shortening the evaluation cycle and carrying
out highly reliable evaluation.

Fig. 11 shows the evaluation method of the algorithm by the
high-level synthesis system.

As shown, after converting a C language based algorithm de-
signed as a floating point type into a 32-bit integer data type,
it is devided into a software part responsible for data input

(a) Horizontal direction position estimation error.

(b) Vertical position estimation error.

Fig. 10. Position estimation result.
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Fig. 11. Evaluation scheme by high-level synthesis system.

and a hardware part for performing actual calculations. Next,
the hardware part is converted into an HDL description using
high-level synthesis. In each of these stages, it is verified that
there is no difference in the original C description algorithm
by confirming the result obtained by giving the same input re-
spectively. By using such an evaluation method, it is possible
to correct differences in descriptions caused by the conversion
at each stage, and to perform evaluation with minimal change
in description when performing optimization. In addition, it is
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Table 7. Processing time.

Case number 1 2 3 4 5
True position (2191,2236) (2191,2236) (191,2630) (191,2630) none

Expected position (qIMU ) (2191,2236) (191,236) (191,2630) (2191,4630) (0,0)
Rotation 8.12 deg 8.12 deg 5.27 deg 5.27 deg none

Scale +3.80% +3.80% +1.28% +1.28% none
Undetected rate 25% 25% 23% 23% 100%

False detection rate 7.8% 7.8% 28% 28% 100%
Estimated position (2191,2236) (2191,2236) (191,2630) (191,2630) No estimation

Estimated scale +3.70% +3.70% +1.11% +1,11% No estimation
Processing time@50MHz 75 ms 88 ms 110 ms 123 ms 283 ms

Table 4. Applicable FPGA.

Provider Microsemi
Family RTG4
Device RT4G150 ES-CG1657M
Package 1657 CG
Speed STD

Table 5. Evaluation tool.
C design Microsoft Visual Studio 2012
HLS Y Explorations eXCite 5.3n
Logic synthesis Microsemi Libero SoC 11.7 SP3
HDLverification Aldec Active-HDL 10.1

possible to obtain a highly reliable evaluation result by advanc-
ing the evaluation cycle.

Table 4 shows the space-grade anti-radiation FPGA to be
evaluated, and the tool used for this evaluation is shown in Table
5. The results of verifying the proposed algorithm are shown in
Tables 6 and 7.

Looking at Table 6 for the consumption resources of this al-
gorithm, resource usage other than RAM of 64 × 18 is around
20 % of the total logic, and the value of only the location estima-
tion part (excluding the detection part) is sufficient. Meanwhile,
59 % of the internal memory is consumed. The cause appears
to be that it places great pressure on resources by mounting the
array used for processing inside the FPGA. This can be solved
by storing the intermediate data in the memory external to the
FPGA in addition to sharing the number of working arrays and
finding the necessary number. However, since it is expected that
the processing speed will be slowed by accessing the external
memory, care should be taken for optimization.

Next, to evaluate the processing time, the evaluation flow,
shown in Fig. 11, was applied to each of the five case patterns
acquired in the experimental environment of Chapter 4. In order
to check the difference in processing time owing to the differ-
ence between the IMU estimated position, these five cases are
given different inputs respectively. In case 1 and 3, the IMU
estimated position is equivalent to the true position. Case 2 or 4
has the same true position as case 1 or 3, but the IMU estimated
position deviates from the true value by 2,000 pix. Case 5 is
the worst case that is a point pattern that does not exist on the
database.

Looking at Table 7, for all cases including the worst case,
processing can be performed at a speed of 1 s or less when op-
erating at 50 MHz. There is no significant difference in process-
ing time in all cases, and it can be said that sufficient real-time
processing is possible even in the computer environment of the

Table 6. Consumption resources.

Logic Used Available Utilization
LUT 38032 151824 25.05 %
SLE 26949 151824 17.75 %
RAM64x18 103 210 49.05 %
MACC 55 462 11.90 %
Operating frequency 50.4 MHz

spacecraft.
These are the results of optimizing the circuit area and calcu-

lation time considering the balance. If the circuit area is sacri-
ficed, the calcurlation time becomes faster for processing such
as parallelization, and the circuit area can be reduced by sacrifi-
cig calcukation time. In future work, it is necessary to consider
more balanced optimization, including verification of the actual
device.

6. Conclusion

In this paper, we aim to realize a position estimation method
for lunar high precision landing in real time even in the com-
puter environment of a spacecraft. We proposed a method to
estimate the position with high accuracy using the crater posi-
tion extracted from the lunar surface image and the line seg-
ment constituted by crater coordinates. In that case, in the PPM
method which is a combination problem with high computation
complexity, the attitude of the spacecraft and the inertial naviga-
tion position are given as inputs. In addition, fast matching was
performed by reducing the number of combinations using cor-
respondences between line segments consisting of two points in
a crater point pattern and database line segments.

In this method, it is assumed that errors such as rotation and
scale changes, undetected points and false detected points in
the acquisition image are within a certain range. We simulated
10,000 cases of such a point pattern and confirmed its effective-
ness by applying this method. As a result, we showed that po-
sition estimation is possible with an accuracy of 0.75 and 0.78
pix with 3σ in the horizontal and vertical directions, respec-
tively. This value is an error that does not apply a bias of about
12 m in linear distance in the original image for database with
a resolution of 10 m / pix. It is possible to estimate the posi-
tion with accuracy that can achieve the 100 m class precision
landing indicated.

Subsequently, we evaluated the resource amount and pro-
cessing speed consumed by the proposed algorithm for the
space-grade FPGA.

By using a high level synthesis system as an evaluation
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method, the evaluation cycle was shortened and a highly reli-
able evaluation was carried out. As a result, the calculation time
was less than 1 s at 50 MHz operation in a case where the po-
sition can be estimated. This has a sufficient real-time property
even when the landing aircraft is descending. In addition, we
confirmed that the resource amount is 25 % or so excluding the
memory. This is satisfactory for mountability to the spacecraft.
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